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ABSTRACT 
Several studies investigating injury burden have used “standard” formulae for injury rates when 
calculating their 95% confidence intervals. However, this may have led to artificially narrow 
confidence intervals because the authors’ calculations did not account for (1) violations of 
important underlying assumptions, and (2) the same athlete having multiple injuries. Although 
previous authors have recommended appropriate methods such as bootstrapping to solve the 
first challenge, there is little guidance for sport medicine researchers on how to implement 
bootstrapping given the complexity of data in our field. The purposes of this article are (1) to 
illustrate when the “standard” formulae for injury rate confidence intervals can be used in sport 
medicine research, (2) why the standard formulae for injury rate confidence intervals are 
inappropriate when estimating injury burden and (3) provide more detailed instructions on 
how to use bootstrapping for confidence intervals in the context of any sport medicine study 
that includes repeated measures. 

Manuscript 
In 2005, Vickers wrote “A mistake in the operating room can threaten the life of one 

patient; a mistake in statistical analysis or interpretation can lead to hundreds of early deaths. 
So it is perhaps odd that, while we allow a doctor to conduct surgery only after years of 
training, we give SPSS® (SPSS, Chicago, IL) to almost anyone.”1  

When we make inferences and recommendations based on statistical analyses, we 
must also include a measure of uncertainty.2 One common measure is the confidence interval 
(CI).3 4 There are several excellent articles and books explaining what CI are, and what they are 
not.4 5 In brief, CI measure the uncertainty about our results due to random sampling of 
participants from a larger population of interest, which is referred to as imprecision. Additional 
uncertainty occurs in real-world studies with issues that might affect validity. If CI are to be 
helpful, researchers need to calculate them using appropriate methods or readers may believe 
the results are more (or less) precise than they really are.  

Williams et al. recently highlighted that many authors were incorrectly implementing a 
formula for the calculation of CI for “injury burden” in sport medicine research (i.e. mean days 
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lost per 1000 h).6 In the Williams et al. example with 20 injuries and injury burden of 300 
days/1000 hours, one inappropriate method suggested a 95% CI of 277 to 325, whereas one 
appropriate method suggested the true 95% CI was as large as 106 to 545.6 This suggests that 
researchers often apply methods without fully understanding their suitability for the context. In 
the Appendix, we briefly explain why those implementations were incorrect, and provide 
greater detail with more appropriate alternatives in the Supplementary Material.  

For a typical operationalisation of injury burden (injury rate x mean days lost per injury), 
Williams et al. proposed “bootstrapping” as a method to properly calculate CI6. Further, they 
briefly noted in the editorial that accounting for “clustering” (e.g. multiple injuries to the same 
participant) in regression models requires further considerations. Clustering occurs when 
there is data dependency, which simply means there are correlations between the individual 
observations within the data. For example, we expect some athletes are more prone to injury 
than others creating data dependency when estimating the overall injury rate. Similarly, data 
dependency occurs when estimating the mean time-loss because we expect (1) some athletes 
heal more quickly than others, and (2) health care professionals from different teams have 
different skills and strategies for prevention and treatment and make different return-to-play 
decisions.7 Williams et al.6 have been cited several times where clustering was present, but 
appropriate bootstrap methods to account for this were not described or followed. Therefore, 
the 95% CI were likely too narrow, leading to overconfidence about the precision of the 
estimated injury rate, injury burden or time-loss.  

The purpose of this article is to help sport medicine researchers avoid repeating what 
appear to be common errors in calculating CI. As an example, consider the objective is to 
estimate the mean injury burden for a particular sport and we have two hypothetical studies, 
each with 100 observations. In one study, the authors measured one hundred athletes with 
one injury each. In the other study, the authors measured 10 athletes, with 10 injuries each. 
Clearly, we would be more confident in our injury burden estimate for the sport in the study 
with 100 athletes compared to 10 athletes. This is because we expect the injury burden for 
each of the 10 injuries per athlete to be more closely correlated (clustered together, creating 
an intra-class correlation) than the injury burden between the 10 different athletes. Therefore, 
even though both studies have 100 observations, we have more independent information in 
the study where values are not correlated with one another (i.e., the study on 100 athletes) 
compared to the study where values are correlated with one another (i.e., the study measuring 
10 athletes, with 10 injuries each). When we have clustered data, we must properly account for 
the reduced amount of independent information due to the dependence, or we risk making 
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inaccurate conclusions and invalid recommendations. The same principles apply to other 
outcomes about which we are making inferences from the results (e.g., location of injuries, 
types of injuries, injury rates). In the next sections, we describe how to implement some of the 
methods falling under the term “bootstrapping”.  

General Principles of Bootstrapping 

“Bootstrapping” refers to a group of (parametric and non-parametric) methods used for 
different purposes, one of which is to determine appropriate CIs.8 A significant benefit of 
bootstrapping is that it enables the calculation of robust CI without making assumptions about 
the underlying data distributions. This makes bootstrapping particularly useful when dealing 
with complex or non-normally distributed data, which are common in injury count data. 
However, each bootstrap method (including the Bayesian bootstrap) must respect the data 
structure (e.g., research question), data dependency (e.g. clustering), and assumptions about 
the data distribution (e.g., heteroskedasticity). Therefore, the method is not a panacea,9 and 
statistical expertise is necessary to choose the most appropriate method given the research 
context.8  

In 2009, Shrier et al.10 explained how to implement the relatively simple non-parametric 
percentile method for bootstrapping. In brief, consider an original data set of 100 rows of non-
clustered observations where each row is one non-team sport athlete with one injury. In 
bootstrapping, we sample one of the rows and place it in a new data set. We then return and 
resample a second row of the original data set and add it to our new data set. We repeat this 
process for each row of data, which is 100 times for our data. The key to bootstrapping is that 
each time we resample the data, it is from the entire original 100 rows of data. This is called 
resampling with replacement. Because we resample with replacement, our new data set is very 
likely to contain duplicates of some rows from the original data, and to be missing other rows. 
Therefore, when we calculate the mean injury burden for the new data set, the number will be 
different from the original data set. We now repeat the process many times (we will use 
n=1000 here) to generate new data sets. For each of the new data sets, we calculate the injury 
burden by whatever analysis is most appropriate. In the percentile bootstrap method 
explained by Shrier et al. 10, we sort our 1000 estimates of injury burden in ascending order. 
The lower 95% CI would be the 2.5 percentile (i.e. the 25th ranked value of our 1000 estimates) 
and the upper 95% CI would be the 97.5 percentile (i.e. the 975th ranked value of our 1000 
estimates).  
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In the original bootstrapping R code provided by Williams et al6 to obtain CI for injury 
burden, the CI will be correct if each athlete is injured once, and provided other assumptions 
about data structure, data dependency and data distributions hold. Note that their R code 
does not provide the methods to check these assumptions and authors will likely need to 
collaborate with appropriate statisticians. In the next section, we describe how the same 
principles are followed to calculate CI and account for the common issue of repeated injuries 
on the same athletes or other forms of clustering.  

Clustering on one variable 

In this section, we consider the data to be clustered by athlete only, where some 
athletes will have more than one injury. Consider a study where there were 20 athletes without 
any injury, and 80 athletes with a total of 100 injuries. For each athlete, we have time to injury 
when injured, time to end of study following the last injury or if never injured, and the number 
of days lost due to injury.   

When we need to account for clustering with bootstrapping, we cannot simply 
bootstrap on the raw data above or we would replicate the clustering problem. Rather, we 
must bootstrap on the clustered variable. In our example, the athlete is the clustered variable 
and we have two methods for bootstrapping. The first method is simpler and appropriate for 
some questions related to injury rate and injury burden. The second method is more general 
and could be used to answer a much wider range of questions. 

In the first method, we collapse all rows for an individual athlete so there is one row per 
athlete, with columns representing their (1) total number of injuries, (2) total time of exposure 
in the study, (3) total number of days lost across all injuries, and (4) a calculated mean injury 
burden across all injuries for each athlete. We now bootstrap the data the same as we did with 
non-clustered data above, since we have accounted for clustering by collapsing all the 
information for one athlete into one row. Our new “starting data set” has 100 rows of athletes 
with injury burden calculated for each one (which includes 0 for rows where no injury 
occurred). Our bootstrap data sets will have 100 rows of athletes, where some athletes are 
duplicated and some are omitted. We generate 1000 bootstrap data sets. For each bootstrap, 
we can calculate mean injury rate, mean injury burden using total number of days lost and 
total exposures, or mean injury burden from the injury burden calculated from each athlete. 
The advantages and disadvantages of these two calculations for injury burden (which may yield 
different results because the underlying assumptions are different) is beyond the scope of this 
article. Finally, using the numerical results for injury rate or injury burden from each of the 
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1000 bootstraps, we then find the 2.5 and 97.5 percentiles to obtain our 95% confidence 
intervals. The R code provided by Williams et al has now been updated to provide examples for 
clustered data.11 

The above method will provide appropriate CI for injury rate and injury burden. 
However, we lose information about individual injuries (e.g. time loss, time-to-injury, body part, 
etc.)  because we collapsed the data across all injuries. What if we are interested in questions 
that require us to calculate rate ratios (or rate differences) for weighted means or weighted 
medians, or recurrent injuries, or injury rates from regression models as a function of some 
exposure of interest (e.g. type of injury)?10  To address these questions, we need to know 
specific details about each injury and cannot collapse the data as we did above. An alternative 
implementation of bootstrapping is to create a data set that includes only the athlete identifier. 
In our example, this would represent 100 athletes. We bootstrap on the athlete identifier to 
create a new data set of 100 athlete identifiers that has some duplicates and omissions of the 
original athlete identifiers. We then extract and merge all of the injury observations from the 
original data set that correspond to these athlete identifiers to create a new data set. Since 
some athletes will have 1 injury, and others will have 2 or more injuries, these different 
bootstrap data sets will have different numbers of injuries, which means they will have 
different numbers of rows or observations. By preserving the same structure as the original 
data set, this bootstrap implementation allows one to account for clustering when answering 
questions that go beyond injury rate and burden, and that could have been answered by the 
original data set had there not been any clustering.  

Clustering on more than 1 variable 

As above, clustering may occur at several levels. For example, injury burden may be 
clustered by team in addition to athlete. The approach in this case depends on several factors, 
the most important being the research question. 

If we are interested in the “average injury burden for each team”, we would bootstrap 
only on the team and not the individual. In fact, bootstrapping on the individual may give the 
wrong answer. For example, the injury rate expressed per game (and hence injury burden per 
game) will be different for players who play a lot of the game compared to those who play less. 
Since our question is about team injury burden, we must take this into account. Because 
bootstrapping on the individual ignores this, it will likely provide an invalid estimate.  

Consider a different example where one wants to know the average injury burden 
across all participants in a league, and we expect clustering by both athlete and team. This 
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hierarchical clustering can theoretically be accommodated by bootstrapping on both athlete 
and team. This is more complicated than it seems. There are numerous assumptions that have 
to be verified before bootstrapping should be used, and this should not be done without the 
help of experienced statisticians.12 13 Although the required assumptions and further details 
are beyond the scope of this paper, the principles are the same. In brief, we set up our data so 
it only includes both the athlete and team identifiers. We first bootstrap on the team, and then 
later bootstrap on the athletes within a team.12 

An alternative to the nonparametric procedure presented in the previous section is a 
parametric bootstrap method that uses the residuals from a statistical model, rather than the 
individual observations.14As with the methods described above, our objective is to perturb the 
data to properly account for the additional uncertainty due to clustering (e.g., repeated 
measures on the same athlete). However, in complex statistical models, obtaining the correct 
level of error to add can be difficult.15  One proposed method is to bootstrap on the residuals 
from the model. In brief, the difference between each individual’s predicted value from the 
statistical model and their observed value is known as a “residual”. When we expect the errors 
(residuals) to be randomly distributed, we can increase our imprecision by taking each 
observed value and adding a residual that is resampled from the full distribution of residuals. 
With this bootstrap method, athletes are expected to have different residuals in each of the 
data sets, which will yield different results when we conduct our analyses on each of the 
bootstrapped data sets. As before, we can bootstrap this process to create 1000 values and 
take the appropriate percentile values to obtain our 95% CI. Unlike the non-parametric 
resampling with replacement method, this method requires that the statistical model is 
correct. If the model is not correct, the bootstrap values will not be correct. While this might be 
considered an “unnecessary” assumption, the assumption is already part of the statistical 
model that is used to calculate the point estimate. If the model is incorrect for the CI, it is also 
incorrect for the point estimate.  

Alternative Methods 

One alternative to bootstrapping that is easier to implement is “jackknifing”.13 
Historically, jackknifing required much less computational time and could be done easily by 
hand. With improvements in computational processing speeds, this is no longer an issue. Like 
bootstrapping, the jackknife procedure can be used to create new data sets from the original 
data set. However, instead of resampling with replacement from the original collapsed data set 
(one row for each of the 100 athletes), each data set is created by simply deleting one 
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observation (leave-one-out). The jackknife process is considered more appropriate when there 
are few observations.16 For example, if there are only 5 participants, bootstrapping may 
sometimes sample the same individual five times. Therefore, bootstrapping is more likely to 
produce inappropriately narrow confidence intervals compared to jackknifing. Readers should 
understand that the definition of “few observations” is context specific.  It can occur with large 
numbers of participants if the statistical model includes several covariates. As a rule-of-thumb 
(for which there will be exceptions), “few” can be defined as <10 participants for each of the 
cells created by the statistical model (e.g., a model with a 2-level covariate and 3-level covariate 
has 6 unique combinations of cells).16-18 Alternatively, researchers might be interested in the 
injury burden per team. If there are only 20 teams in a league and researchers want to include 
two covariates in the statistical model, bootstrapping may not be appropriate.  

Williams et al also mentioned the delta method19 to calculate confidence intervals for 
injury burden.6 The delta method is a generic method to calculate variances for functions of 
one or multiple random variables (e.g., a ratio of two sample means) and therefore can be 
used to calculate CI. We provide more detail in the Supplementary Material. It is often used for 
variables that are ratios, which would be applicable to injury burden. In brief, the variance of a 
ratio is not simply the variance of the numerator divided by the variance of the denominator. It 
must account for the correlation between these two variables to avoid assuming we have more 
information than we do. Therefore, the delta method is sometimes necessary to calculate 
appropriate CI even when there is no clustering. If there is clustering, one would use 
bootstrapping methods to generate the appropriate 1000 data sets, and then use the delta 
method on each of the data sets to calculate the appropriate CI. 

In summary, CI are essential to help us understand the precision of our estimates if we 
want to make inferences and recommendations from our study results.3 Although some 
formulae appear simple, researchers need to properly implement the formulae or bootstrap 
methods to avoid misleading readers. This article is only an introductory overview to 
bootstrapping for calculating CIs. While applied researchers can independently perform basic 
calculations in straightforward scenarios, we strongly recommend that researchers collaborate 
with qualified and experienced statisticians to avoid the errors that are occurring in the sport 
medicine literature. Failure to do so may lead to more articles in statistical journals showing 
deficiencies in our field,20 and to inappropriate conclusions that could lead to sub-optimal 
decisions and recommendations about prevention or treatment programs. 
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