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ABSTRACT 
The term “predictor” is commonly used in regression modelling in substitution of the more 

accurate “independent variables”, suggesting a predictive capacity that regression inherently 

lacks. The goal of this educational review is to raise awareness of the misuse of the term 

“predictor” when associated with regression models, with a focus on sports exercise and 

medicine. We start by elucidating the fundamentals of regression modelling and explain its 

descriptive rather than predictive nature. We then address key conceptual pre-requisites for 

predictive modelling: sample representativeness, context, expected consistency of relationships 

over time, trustworthiness of measurements, problems with multiple testing, and confounders. 

Next, we establish why external validation is warranted before deeming a model “predictive” and 

present a conceptual model for progressive extrapolation. While these steps apply to other 

statistical models, regression modelling is particularly prone to the use of the term “predictors” 

as a default terminology, fostering the misconception that regression models are inherently 

predictive. While regression models provide relevant insights into the relationships between a 

chosen set of variables, they are not inherently predictive, and their extrapolation is contingent 

upon rigorous validation and contextual appropriateness. Lastly, we provide an algorithm and 

checklist to guide researchers when the terms “predictor” or “predictive” may be applicable. We 

advocate that research using regression modelling should eschew from the default use of 

“predictive” terminology to avoid inaccurate interpretations and scientifically misleading the 
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audience. Awareness of these nuances is crucial to strive for scientific integrity and to 

appropriately interpret findings from research that uses regression models. 
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1. Introduction 

Prediction 

“A statement about what you think will happen in the future.” 

(https://dictionary.cambridge.org/dictionary/english/prediction) 

 

Statistical models can be used to describe, infer, or predict features of the world around 

us [1-3]. In most cases, it is too difficult, too expensive, or even outright impossible to analyse 

the entire target population, and therefore statistical models are built upon subsets called 

samples [4, 5]. Limited resources mean that statistical models are normally not continuously 

updated with new data, but instead rely on data collected at a single or small number of 

assessments. Consequently, statistical models can be great for describing the features of a 

sample (e.g., handgrip strength) during the assessed time windows, but researchers may aim to 

extend the models’ applications beyond this original data set [6-8]. Prediction, in particular, is a 

goal of many such modelling endeavours [9-11], involving the construction of a statistical model 

based on current data aiming to forecast unknown future observations [2, 3]. 

Prediction is a common objective in sports exercise and medicine research into 

screening, injury risk factors, diagnosis, and therapeutic interventions [1, 12]. As an example, 

statistical models have been fit to data to describe how a change in one or more independent 

variables (e.g., score in the Adductor Performance Test) affect hip adductor injury risk (the 

https://dictionary.cambridge.org/dictionary/english/prediction
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dependent variable) [9]. However, as in the aforementioned case [9], instead of interpreting this 

relationship as a general pattern of association, specific to a particular sample within a given 

context and timeframe, researchers often infer (erroneously) a functional relationship where an 

individual’s score for a ‘predictor’ (independent variable), can be used to accurately forecast a 

future ‘outcome’ (dependent variable) for that individual [9, 13]. For example, if athlete 1 scores 

X on the Brazilian Adductor Performance Test it is highly expected he will get a hip adductor 

injury in the future [9]. 

However, using models to make inferences about the future is at odds with the nature 

of statistical models, which are always based on collected (i.e., retrospective) data [3]. Strictly 

speaking, statistical models are retrodictive, not predictive: they are mathematical models 

(equations) that summarize available data, enabling researchers to make inferences about 

underlying relationships. Even if these models provide an excellent fit to the dataset upon which 

they were built, they may not necessarily fit well to different datasets (different samples), or even 

to the same sample at future time points [1-3, 14, 15]. For a statistical model to assume a 

predictive role, additional conceptual leaps must be undertaken (which will be discussed in 

section 3). Although some scientific realms (e.g., regression modelling) have started to use 

“prediction” in a much looser manner, this detracts from its general understanding and may 

impair the proper communication of scientific findings. 

 When studying relationships among variables, researchers often adopt relatively neutral 

terminology, such as association (e.g., when referring to chi-square tests of independence for 
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categorical variables [16, 17]) or correlation (e.g., Pearson correlation for continuous variables 

[18, 19]). Regression models are a notable exception. When applying regression modelling, the 

common statistical concepts of independent and dependent variables are frequently replaced 

with the terms “predictor(s)” and “outcome” [20-25] and the resulting models are often termed 

“predictive” [26-30]. This is apparent in statistical textbooks [1, 31, 32], and extends to empirical 

research in sports exercise and medicine [33], including topics related to injury risk [9, 11, 34-

38] and performance enhancement [7, 8, 39-41]. This language is commonly applied regardless 

of the specific type of regression model used. 

Regression models do not present special features that warrant a default use of the 

prediction terminology. Some research using regression modelling uses more moderate 

language (e.g., association) and avoids applying the terms “predictors” or “predictive” [42-46]. 

Indeed, regression models are often used to report associations applied to observational data 

[2]. A recent systematic review heavily criticized regression-based models for making unreliable 

predictions regarding risk of sports injuries due to several methodological shortcomings [47] 

(more information in section 4)1. Perhaps this terminology is a convention that caught-on, 

despite lacking the foundations for that purpose. This may have far-reaching implications, as the 

 
1 We further advise readers to consult the methodological review of Windt et al. [48], which pinpointed several 

concerns in how statistical analyses are being performed and interpreted in longitudinal studies examining the 

relationship between workload and injury risk in sports. 
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concept of a predictor may be misleading and result in inappropriate and spurious 

interpretation of data [2]. 

Statistical relationships between dependent and independent variables do not 

necessarily imply causation [1, 14, 49, 50] and, even if a causal or explanatory relationship is 

reasonably well-established, it may not suffice to predict the outcome [1, 2, 51]. The choice of 

variables to be assessed and the selection of potential considered predictors requires choices 

by the researchers, meaning the models may suffer from omitted variable bias [52, 53]. Those 

choices may exclude relevant variables and limit the choices to variables that the researchers 

can measure (in their specific context, facilities, and financial and temporal budget). These 

shortcomings are known to affect regression modelling [53]. 

Prediction is a natural goal of (at least part of) the scientific endeavour. Likewise, there is 

nothing inherently wrong with using regression modelling. However, both depend on often 

forgotten and bypassed premises, with terms such as “predictors” or “predictive” becoming a 

default language mode in the realm of regression modelling, without ensuring that all the 

relevant foundations are properly implemented. Therefore, the goals of this work are to: (i) 

establish what regression modelling consists of and what can be inferred from regression 

models based exclusively on their mathematical properties; (ii) what additional (often non-

mathematical steps) must be ensured to classify such models as predictive; and (iii) warn against 

the automatic coupling of regression modelling and prediction language. 
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2. What is regression? A quick overview 

2.1. Regression 101 

Regression is an umbrella term describing a statistical approach to estimating the 

relationship between a dependent variable (Y) and one or more independent variables by fitting 

a regression model to available data [1, 6, 14, 49, 52, 54-58]. Regression models attempt to 

maximize the proportion of variance in the dependent variable accounted for by an independent 

variable (or a set of independent variables), i.e., they estimate coefficients that describe the 

relationship between dependent and independent variables by finding a model with the smallest 

amount of error between the observed and expected values. Different types of regression 

models are appropriate depending on the number of independent variables, the type of 

dependent variable (i.e., discrete vs. continuous), and assumed relationship (i.e., linear vs. non-

linear) [1, 14, 59]. 

At its core, regression is used to summarize data, specifically variance in a dependent 

variable, by fitting some type of statistical model to it. Thus, researchers can use regression to 

describe relations between independent and dependent variables, often inferring that such 

relationships may generalize to a broader target population (a topic that will be developed in 

section 3). All remaining variance not accounted for by the model, which will not fit the data 

perfectly, can be referred to as error. Models that do a good job at summarizing data include a 

smaller amount of error, while models that underperform are paired with a larger error term: 
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𝐄𝐪𝐮𝐚𝐭𝐢𝐨𝐧	𝟏:	𝑌 = (𝑚𝑜𝑑𝑒𝑙) + 𝑒𝑟𝑟𝑜𝑟 

When using a simple linear regression (Equation 2, General Linear Model [GLM]), 

researchers are essentially summarizing data with a straight line. In this case, the term ‘model’ is 

replaced with the equation of a straight line, where the parameter 𝛽! is the intercept and 𝛽" is 

the gradient (or slope). The intercept 𝛽! is the estimated value of the dependent variable Y when 

the independent variable 𝑋" is zero. The gradient 𝛽" is the estimated value that describes the 

magnitude of the linear association between independent variable 𝑋" and dependent variable 

Y: in more simple terms, by which rate Y changes by each unit of 𝑋". 

𝐄𝐪𝐮𝐚𝐭𝐢𝐨𝐧	𝟐: 𝑌# = (𝛽! + 𝛽"𝑋") + 𝑒𝑟𝑟𝑜𝑟# 

Multiple linear regression extends the logic of simple linear regression to include 

scenarios where there is more than one independent variable. In this model, 𝛽" describes the 

magnitude of the linear association between independent variable 𝑋" and dependent variable Y, 

𝛽$ describes the magnitude of the linear association between independent variable 𝑋$ and 

dependent variable Y, and so forth. 

𝐄𝐪𝐮𝐚𝐭𝐢𝐨𝐧	𝟑: 𝑌# = (𝛽! + 𝛽"𝑋"# + 𝛽$𝑋$# 	+ ⋯	𝛽%𝑋%#) + 𝑒𝑟𝑟𝑜𝑟# 

Independent variables can be added to a regression model ad infinitum and other types 

of research questions, data, and assumptions can demand models based on different and often 
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more complex equations2. Nonetheless, all regression equations include unknown regression 

coefficients (e.g., 𝛽! and 𝛽"etc.) that are estimated using known values from the sample dataset 

(for example, in the case of simple linear regression, the values of Y and 𝑋"). In the case of linear 

regression, particularly in the domain of sports exercise and medicine, the Ordinary Least 

Squares (OLS) method is ubiquitous (although not the only option) for this process of estimation. 

Regardless of estimation method used and complexity of the model, the common feature is that 

the regression coefficients obtained are derived directly from, and are therefore descriptive of, 

a specific set of data points. 

 

2.2. Assumptions 

To instil confidence in an estimated regression model, researchers must be certain that 

relevant underlying statistical assumptions are met. Otherwise, the regression coefficients 

obtained from a model may be biased, providing a poor summary of the data upon which the 

model is based (let alone other datasets one may wish to extrapolate to). Critically, even when 

these assumptions are met, it does not follow that regression coefficients estimated from a 

specific sample will be accurate for a target population or other samples (albeit the chance of it 

 
2 We shall not consider the equations underpinning logistic regression, ridge regression, multilevel regression 

and so on, as they fall beyond the scope of this work. 
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being accurate does increase). Given their relevance, it is worth briefly considering some of the 

primary assumptions, focusing specifically on those that when not met can bias the regression 

coefficients [1, 31, 59]. 

Misjudgement of assumptions can be illustrated by three simple examples on: (i) 

influential outliers, (ii) incorrect beliefs about the nature of the relationship between the 

variables, and (iii) highly correlated independent variables. First, a regression model may do a 

poor job of summarizing observed data – that is, demonstrate poor fit and present biased 

regression coefficients – if the observed data contains outliers that exert a disruptive influence 

on the estimation process [14, 60, 61]. A real example of an outlier affecting sports exercise and 

medicine-related data can be reviewed elsewhere [61]. Second, a regression model may also 

underperform when summarizing observed data if it assumes and then tries to fit a 

mathematical function that is uncharacteristic of the true relationship between the variables. For 

example, simple linear regression assumes that the independent and dependent variable share 

a linear relationship, and as such, summarizes data using the equation of a straight line (section 

2.1). However, reality is often far more complex and nonlinear, and fitting straight lines will do a 

poor job if the relationship between two variables is, for example, curvilinear. Indeed, the linear 

assumptions that often underly the regression models may not hold true at more extreme data 

points, rendering the model ineffective [59]. Third, regression models with multiple independent 

variables can have unstable regression coefficients – that is, estimates can change dramatically 

with small changes in data - if the independent variables are highly correlated [62, 63]. 
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Other assumptions are linked to the standard error and thus, the reliability of significance 

tests (but not necessarily point estimates of regression coefficients), are the normality of 

distribution (for continuous variables), homoscedasticity (i.e., the variance of residuals is 

constant across observations; valid for linear regression models), and the independence of error 

terms [1, 31, 59]. An additional assumption is that the relationship between variables will behave 

relatively consistently over time [14] (more on the topic in section 3). Other specific assumptions 

may be applicable to specific regression models. If these assumptions are met, the model may 

do a reasonable job at capturing reality, at least within the narrow confines of available data within 

a specific study. 

 

2.3. Is regression inherently predictive? 

In the context of regression, researchers often refer to independent variables as 

“predictors” (regardless of whether they are using it to describe relations in available data or in 

an applied sense) [1, 6, 8, 14, 38, 47, 49, 55, 60], although perhaps a more fitting term would be 

“regressors” [31, 53, 55]. Equation 2 means that once the model has been fit to a specific dataset, 

the regression coefficients (ß) and error term have been estimated. At this point, by inserting 

values for the independent variable(s) (e.g., X1, X2) we can solve the equation and calculate the 

value for the dependent variable (Y): the Y is said to be “predicted” from X, hence the independent 

variables being termed “predictors”. Strictly speaking though, if the value for Y already exists and 
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is simply unknown, then this is a process of retrodiction. For example, the main author of this 

work (JA) has previously stated that “quality of reception and attack tempo were shown to be 

predictors of attack type” (p. 244) in volleyball [13]. However, the model was entirely built upon 

past data and there was no attempt to forecast future events (e.g., different sample or same 

sample at a later time), and therefore there was no prediction involved. Likewise, it is possible to 

rearrange the equation and calculate X if a value of Y is known, so what constitutes a “predictor” 

would largely depend on research design and a priori theoretical assumptions. Especially in 

cross-sectional designs, the dependent and independent variables are mostly interchangeable 

(e.g., in the previous case [13], it could also be stated that attack type predicted attack tempo). 

These relations are not specific to regression modelling and are not inherently predictive. 

It is also worth mentioning that Equation 2 (the GLM) forms the basis of many statistical 

models. For example, an analysis of variance (ANOVA) to test differences in means between 

three groups, for example, is multiple regression but with a categorical independent variable. As 

with regression, it is entirely plausible to fit the model, estimate ß values, and then estimate an 

individual’s score for the dependent variable by replacing the values of X (in this case, with zeros 

or ones that represent group membership); however, this approach is not used with the same 

predictive intent as regression. Similarly, it is possible to estimate a Pearson’s correlation 

coefficient (r) for observed data, take a value of X, rearrange the associated equation, then solve 

it to calculate a value of Y (or vice versa). Once again, mathematics allows for these processes, 

and yet we do not so readily use the term “prediction” in these contexts. Prediction is not a 
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determined property of these statistics: it also requires an intention to predict, and a design that 

allows for it (e.g., establishing a causal relationship between dependent and independent 

variables). 

The fact is that regression models estimate mathematical functions that closely fit the 

specific data set that was used to create those models [1-3, 6, 14, 38, 47, 49]. These models are 

therefore built upon, and fit to, a specific data set from a specific sample at a specific time point. 

As such, these models may become too specific to the available data (i.e., overfit), modelling both 

the underlying relations and the noise that is idiosyncratic to the specific data. This is particularly 

problematic if the model is not validated with new data (a subset of data that has not been used 

to build the model may still be considered new data). The ability to predict how that sample will 

behave at future timepoints is a challenging task. The confidence we have in applying a model 

from one sample to another, or for the same sample at a later time, depends on the extent to 

which we believe it is generalizable (which depends on multiple assumptions that will be 

explored in section 3). Therefore, a relevant challenge involves out-of-sample predictions: i.e., 

understanding how generalizable the model is and/or using it to predict how other samples will 

behave. 
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3. Generalizing regression and making predictions 

As previously mentioned, regression is often used for out-of-sample prediction (i.e., 

extrapolation), whereby the relations modelled with a specific data set are used to estimate 

outcomes outside that data’s range [1, 14, 47, 49, 64-66]. However, such extrapolation requires 

relevant assumptions to be met, which should be explicitly stated (and tested) [1, 14, 49, 58]. No 

statistical regression model is predictive per se [58, 67, 68]3, and often regression models 

underperform when applied to new samples (i.e., not included in the original data set used to 

create the model) [1, 6, 14, 49]. Again, although this is not exclusive to regression models, it is 

this class of models that applies “predictors” as the default terminology. Extrapolating from a 

(typically) small sample to the broader target population involves a sizeable leap of faith [1, 6, 14, 

38, 49, 68], which often goes unstated. Although this problem affects every statistical model, 

most do not adopt the terminology of prediction so readily as regression modelling. 

The mathematical assumptions beyond regression modelling are insufficient to 

extrapolate and require additional criteria before applying the term “predictors”, criteria which 

involve human judgment and decision-making [1, 14, 49, 58]. To illustrate this point, we refer to 

a study with soccer players [69]. Using binary logistic regression to identify the variables 

 
3 The predictive ability of any given proposal will rely not only on statistical modelling, but also on overall study 

design. But even if the study design is appropriate for generating predictions, the statistical model’s accuracy 

should still be considered, as no model will be 100% accurate. 
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associated with team success (i.e., match victory vs. draw/loss), the goal was “(…) to identify those 

variables which would best predict future success for the team” (p.164) [69]. First, the term 

prediction is misused because the models were applied exclusively to past data and not to 

forecast future success (or to test whether the model performed well with a subset of data not 

used to build the model). Second, even for the data upon which the model was built, it correctly 

“predicted” 71.7% of match outcomes – if predicting the past is difficult, predicting the future 

may be just a fancy guess. For an illustrative example of how humans make poor predictions, we 

suggest reading An et al. [70]. 

A different (but likely instructive example) comes from a study with rock climbers: “Linear 

regression, adjusted for age and experience (years), revealed that forearm oxidative capacity 

index, treadwall maximal deoxygenation (∆), and treadwall VO2peak all significantly predicted 

self-reported red-point sport climbing ability” (p. 3534) [41]. Given the cross-sectional nature of 

this study, self-reported performance might have predicted how well those rock climbers 

performed in the standardized tests (e.g., through the boost of self-confidence), or an untested 

variable could have explained both, i.e., the authors tested associations and there was no 

attempt to study how well the model performed with a new sample. Similar cases of potentially 

misleading application of the term “predictors” when using regression models can be found in 

sports such as basketball [71], golf [72], swimming [73], tennis [74], track and field [75], and 

volleyball [13] (incidentally, the main author of the current work (JA) co-authored the volleyball 

study [13], so the critique is extensible to our own previous research). 
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A more complex example derives from a study with 187 college students aged 18 to 22 

years, where the Functional Movement Screen (FMSTM) was tested and then these individuals 

were followed for 12 months to monitor injury incidence [35]. The authors used binary logistic 

regression to conclude that a composite FMSTM value below 17.5 was predictive of sports injuries 

[35]. However, even applying a longitudinal design, the model was calculated after all data had 

been collected, with no attempt at forecasting. For now, let’s ignore whether the sample was 

representative or not. The FMSTM is a paradigmatic example, whereby the literature has shown 

that each sample has its own cut-off values [12, 76, 77], and the test battery presents low values 

of specificity and sensitivity, and overall reduced predictive ability [10, 15, 76, 78]. Therefore, the 

relationship between the FMSTM scores and injury risk is idiosyncratic and lacks predictive power, 

as it fits only the sample that was analysed and can only be calculated retrospectively. Although 

this may be common in scientific research, it suggests caution before using (the authors) and 

interpreting (the readers) expressions such as “predictors”. 

Prediction relies on factors and decisions that are not exclusively based on the statistical 

properties of a model, and this includes regression models. Features related to the sample, 

context, assessment procedures, among others, should be considered before assuming that a 

model can be generalized beyond its specific data. 
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3.1. Sample representativeness 

Small sample sizes are typically used in sports exercise and medicine-related research 

[79-82], and are more likely to be unrepresentative of the target population relative to larger 

samples [1, 14, 83]. Small sample sizes may also result in regression models incorrectly failing to 

reject the null hypothesis (incorrectly suggesting that independent and dependent variables are 

unrelated when, in fact, they are related in the target population) due to a lack of statistical power 

(type II error) [1, 14, 79, 80, 83]. There is, of course, the inverse problem: a regression model 

(particularly one based on a very large sample) may provide parameter estimates that incorrectly 

lead to the rejection of the null hypothesis, suggesting that independent and dependent 

variables are related when, in fact, they are unrelated in the target population [1, 14, 59, 84]4. In 

line with the central limit theorem(s), the larger the sample, the more likely its properties will 

converge on target population properties [86, 87]. 

Beyond sample size, sample characteristics should also be representative of, or relevant 

to, the wider target population [1, 4, 14, 51, 64, 68, 88-90]. Representativeness is dependent on 

the aims of the models [64, 66, 90]. For example, studies investigating the response of stretching 

interventions in sedentary populations [91] should not be generalized to elite-level athletes [92]. 

 
4 Any sufficiently large sample may result in even very minimal effects becoming “statistically significant”, and so 

researchers should try to determine what is the minimal clinically important difference (MCID) or the smallest 

worthwhile effect (SWE) [84, 85]. 
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Sample specificity can limit the generalizability of findings to broader target populations, leading 

to potential inaccuracies or biases in the equations derived from those samples. It underscores 

the importance of diverse and representative samples in research to capture the variability 

across different ethnicities and target populations accurately. 

Merely stating that a sample is representative is insufficient and must be substantiated 

with adequate evidence [64, 88, 89]. While true random samples on average tend to converge 

on population properties, individual samples can differ from the population, most probably by a 

small amount but potentially to a large degree. Moreover, samples are often not obtained 

randomly, and instead constructed with the aim to be representative according to a few selected 

variables deemed relevant (e.g., sex, age, economic status, geographical location, competitive 

level) [1, 38, 88, 89], again potentially falling into the omitted variable bias trap [52, 53]. A more 

detailed discussion of what representative sampling is and how it can be recruited falls outside 

the scope of our work (cf., [64, 88, 89]). However, pragmatic considerations (e.g., high cost, 

difficulty of access) often inhibit recruiting a representative sample [66, 89]. Frequently, samples 

in sports exercise and medicine are chosen by convenience [93-96], even in studies using 

regression models to establish predictors of performance, injury risk, or other outcomes [37, 93, 

97-99]. Convenience sampling usually presents certain pragmatic advantages, such as easier 

access to the sample and reduced temporal and financial costs [65, 66]. Nevertheless, without 
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representativeness of the sample being established, findings should not be promptly 

generalized to the target population [1, 64-66, 90].5 

 

3.2. Context matters 

The conditions or environment under which a study was implemented should be 

controlled to reduce extrinsic sources of variation [14, 64, 101] (e.g., randomized trials) or 

described with sufficient detail to provide rich context (e.g., observational studies). In conflict 

with this, the narrower the set of conditions giving rise to the model’s data, the less likely that 

model is applicable outside the original data set [1, 2, 14, 38, 58]. For example, are data collected 

during pre-season generalizable to the in-season? And if a data set was collected during the 

Spring, is it generalizable to Autumn? In sports, performance may be affected by circannual 

rhythms and/or by the structuring of the training periods [102, 103], although this effect is not 

universal [104]. If the model was based on a club setting, does it work well when applied to clubs 

with distinct settings (e.g., different facilities or equipment available)? Even the historical context 

 
5 Due to temporal, financial, and technical demands, most studies are likely to recruit relatively small samples 

and be statistically underpowered. Perhaps we should be pushing statistical analysis at the individual level 

instead of relying solely on group-based calculations, as has been suggested elsewhere [100]. This approach 

could provide meaningful insights for practitioners and afford greater understanding on inter- and intraindividual 

variability. A discussion of this scenario falls outside the scope of this work. 
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and local specificities may generate a distinct set of relations and require different interventions 

[101, 105]. While some findings may translate well between contexts, that is by no means 

guaranteed [1, 101], even when the contexts are very similar [1]. Even within the same trial, 

manipulating a single variable (e.g., supervision) may result in very different outcomes [106]. 

Therefore, any predictive model should ensure that the context where its data were extracted 

from is translatable to other contexts before considering any extrapolation of their findings. 

 

3.3. Consistency of relationships over time 

For a cause to produce a consistent, reproducible effect, the same combination of 

circumstances must be repeated [1, 54]. Regression models rest on the assumption that 

relationships between variables are relatively consistent over time [14]: the relationships 

between variables are expected to remain similar, within a certain (inherent) degree of variability. 

However, such close relationships do not always hold true [1, 6] (e.g., secular trends in children’s 

physical activity [107]). Relationships between variables may change depending on numerous 

contextual elements (e.g., politics, culture, economy, environment [1, 14, 101, 105]), or due to 

the introduction of novel measures such as new pain management protocols implemented over 

time in healthcare settings [6].  

More specific to sports, this may include changes to game rules (e.g., increased number 

of substitutions in soccer [108]) or the introduction of new technologies (e.g., full body swimsuits 
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[109]). Motor learning may follow diverse paths (in form and rate), and occurs under dynamic 

and unpredictable contexts, making generalization inappropriate [110]. Expected long-term 

stability is paramount for establishing predictions [1, 14], and when the relationships between 

variables are expected to change in the near future, speaking of predictors is a risky venture [1, 

68, 110]. Otherwise, prediction becomes retrodiction or postdiction [1, 67, 68, 82], whereby we 

are just “predicting” the past (regardless of studies being retrospective or prospective). 

 

3.4. Trustworthiness of the measurements 

Trustworthiness could be interpreted as encompassing validity (i.e., whether the results 

of a test represent what they are supposed to measure) and reliability (i.e., whether the test 

delivers consistent measurements). As an example, we had previously discussed that the FMSTM 

was not valid for predicting injury risk, despite research showing it may show moderate-to-

excellent intra- and inter-rater reliability [111-113]. However, for the purposes of this section, we 

will focus on issues of reliability. 

When analysing the results from any statistical model, it is common to assume that 

measurements or data points were accurately recorded [1, 14]. However, measurement 

instruments often present different degrees of accuracy depending on the range of data being 

assessed (e.g., the reliability of blood lactate analysers varies depending on lactate 

concentrations [114]), so the measurements are not equally trustworthy across the spectrum of 
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possible values [1, 14]. Moreover, some outcomes are inherently unreliable due to innate 

biological variability (e.g., blood pressure), requiring multiple measurements to increase 

reliability [1]. Consequently, a discussion on the degree of confidence in the data points (e.g., 

measurements) should occur [14], and assume (when relevant) the limited accuracy of 

measurement tools [1, 110]. This should go beyond calculation of random error and/or reliability 

in measurements (even if acceptable consistency was reported in prior research) and extend 

into how data are interpreted. 

Reliability plays a major role in predictive statements [1, 8, 49]. For example, Cronbach’s 

alpha (α) [115] is commonly used to determine reliability of measurement of continuous 

outcomes (e.g., assessing intra- and/or interobserver reliability [1]) and its arbitrary thresholds 

for acceptable values may vary from 0.70 to 0.95 [116, 117]. However, the α values are rarely 

given proper background or interpretation [116, 117], i.e., their magnitude is not considered 

when discussing the confidence in the results of a statistical model. Values of 0.70 probably have 

different statistical implications than values of 0.95, and low values naturally challenge a model’s 

generalizability [1], given they imply reduced levels of reliability in the analysed dataset. We are 

not aware of regression model studies using such values to moderate their analyses. For 

example, different reliability values might affect (e.g., increase) the width of confidence intervals, 

therefore reducing the precision of estimations and potentially affect the interpretation of 

regression models. 
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3.5. Predictors by chance: the problem of multiple testing 

By assessing multiple outcomes, researchers may attempt to dodge or minimize omitted 

variable bias (which can never be fully achieved). However, performing multiple tests increases 

the likelihood of finding statistically significant results by chance (i.e., type I error or false positive) 

[1, 14, 49, 118, 119]6. This is doubly problematic for regression models because: (i) there may be 

many outcomes assessed with a small sample size, and (ii) authors may indefinitely experiment 

with many regression models until finding one that fits the data. The latter limitation could be 

partially resolved through well targeted, theory-based selection of the relevant variables [1, 8, 

14, 38, 58, 60, 64, 88, 90]: choosing variables that have shown to be pertinent in previous 

research or whose known mechanisms suggest they may be important [50]. Otherwise, we might 

be throwing darts into a dark room. 

When multiple testing is implemented, the traditional (arbitrary and conventional) p-value 

threshold of 0.05 should be adjusted to more conservative (i.e., lower) cut-off values, decreasing 

the likelihood of finding significant results by chance [118, 119]. Although there is an ongoing 

 
6 Another risk involved with multiple testing is reporting bias, whereby the authors undertake questionable 

research practices and report only the outcomes that delivered significant results (e.g., through p-hacking, 

HARKing [hypothesizing after the results are known] or cherry-picking [47, 120]), hence providing an incomplete 

perspective on the phenomenon under analysis [118, 121]. The risk of reporting bias falls outside the scope of 

this work, but one of its flavors (bias towards statistical significance) has recently been well documented in sports 

exercise and medicine-related research [122]. 
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debate regarding the best statistical procedures, some form of family-wise error rate control 

should be implemented [118, 119]. For example, a season-long study with soccer players 

correlated interlimb asymmetry with unilateral countermovement jump, unilateral drop jump, 

sprint time, and change of direction speed [123]. The authors applied Bonferroni corrections to 

account for the family-wise error rate (type I), dividing the usual p-value (0.05) by four (the 

number of outcomes), having established a significance level at p < 0.012. There are additional 

examples of family-wise error rate corrections in sports sciences [124-126]. Because regression 

models are often used to generate predictions, the issues involving multiple testing should be 

carefully considered. 

 

3.6. Confounders 

There is always the risk of the relationship between two variables being mediated or even 

totally explained by a third, unaccounted variable [1, 14, 50]. This requires that predictive models 

start from a sound theoretical understanding of a phenomenon and demands careful controlling 

of potential confounders [1, 8, 14, 38, 58, 60, 64, 88, 90]. The variables to assess should be 

chosen based on an explicit rationale, instead of being added to the study design just because 

the researchers have the tools to assess it [50]. An illustrative example of the influence of 

confounders: in multi-arm interventions, different baseline levels on the different arms of the 

study will confound any pre-post analyses [90]. I.e., if the two study arms differ considerably – at 
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baseline – in a key outcome, any eventual differences in the effectiveness of the interventions of 

that outcome may potentially be explained away due to baseline imbalances. 

 

To reiterate, although these barriers to prediction are not exclusive to regression, 

regression represents a class of statistical models where the predictor terminology has been 

adopted more readily as a default. Even when – quite optimistically – all conceptual assumptions 

for prediction were appropriately established, would that suffice to venture into the prediction 

realm? Not quite. Predictive models are built for predicting new observations (i.e., they are 

prospective), unlike explanatory models (which are retrospective) [2]. Therefore, external 

validation is required by re-testing the model with new data [59]. 

 

4. External validation 

Can regression models be extrapolated? A typical measure that accompanies regression 

models is goodness-of-fit [14, 55, 57], but this only serves to internally validate the model and 

should not be used for predictions outside the sample that was analysed [1, 2, 14, 57]. In fact, 

several regression models may fit the initial data, while a single regression model may fit multiple, 

unrelated data sets [3, 14, 49]. Goodness-of-fit should not be used to infer causation [14, 57] 

nor to infer out-of-sample predictive power. Indeed, statistical models (including regression) risk 

overfitting the original data set and therefore its “predictions” fail when applied to different 
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samples [1-3, 6, 14, 38, 47, 49]. Even the usual procedure of splitting the original dataset into a 

training set and a testing set [1, 2, 14] still faces the problem that all the data results from a very 

specific sample analysed at very specific timepoints and under specific contexts. 

For purposes of extrapolation (the basis for out-of-sample predictions), the models 

should be tested in data sets not used to develop said models or in subsets of the original data 

that were not used to create the original model [1, 6, 8, 14, 49, 51, 58, 68]. However, validation 

with different data sets (or sub-sets) is often left unperformed [14, 47, 49]. The so-called 

predictive analysis in sports is often performed in cross-sectional studies, which may reflect 

nothing more than idiosyncratic associations found for very specific samples, under very specific 

contexts (e.g., match analysis in team ball sports [82])7. Since the strength of predictive models 

relies in delivering accurate predictions, this can and should be empirically tested [2, 3]. 

When external validation is performed, the original prediction models are often 

abandoned in favour of new models [1, 6]: the models were not predictive at all, but retrodictive 

or postdictive [67, 82]. This links to the wider problem of reproducibility and replicability in 

science [1, 127-130]. At a minimum, we should successfully reproduce our results twice before 

delivering more definitive statements [14]; but preferably, independent verifications of the 

 
7 A discussion of predictive models based on machine learning and other methods is outside the scope of this 

work, even if some of those methods may start from regression models (although often performing external 

validation). Here, the focus lies entirely on the legitimacy of regression models per se to establish predictors. 
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models should be performed [1, 14]. Every model should be considered provisional, and an 

ongoing cycle of testing, refining, and updating the model is needed [1, 6, 14, 38, 47]. Therefore, 

any regression models built upon a given sample should not be readily referred to as predictive; 

first, such models should be replicated with different samples, and preferably across similar (but 

not necessarily equal) contexts [1, 14, 47, 49]. Expanding circles of extrapolation can be thought 

out, with the initial regression models being tested using progressively more dissimilar samples 

(within a target population) and extending to ever more diverse contexts (Figure 1). 
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Figure 1. Expanding circles of extrapolation. 

 

An illustrative case can be provided for sports exercise and medicine: Bullock et al. [38] 

systematically reviewed injury prediction models in sports, and their conclusions largely 
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converge with the concerns we have outlined throughout this work. The authors showed that 

60% of the included studies (n = 18) exclusively used regression to define a prediction model. 

None of these studies, however, provided any external validation for the model; ergo, no 

extrapolation should have been made. Most models had also been developed using small 

sample sizes and were judged at high risk of bias [38]. 

 

5. When using regression models, when can we apply the term 

“predictors”? 

Ultimately, regression models are calculated based on past data relative to a specific 

sample in a specific context [6, 14, 49, 64, 88]. Even if their explanatory power is sound, it does 

not mean they will have good predictive power [2]. Therefore, applying the term “predictors” 

based solely on using a regression model represents an unjustified, untested, and perilous 

concept, as well as a leap of faith [1, 6, 14, 38, 49, 68]. In Figure 2, we propose an algorithm of 

criteria that should be considered before venturing into predictive-like language. A formal 

checklist is provided as supplementary table 1, after the references. 
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Figure 2. Algorithm to guide regression-based research use of the terms “predictor” or “predictive”. 

 

In cases where all the above-mentioned criteria are met, researchers may wish to ponder 

mentioning predictors and predictive modelling when using regression models. In the absence 
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of such assurance, researchers would perhaps provide a better service to the wider community 

by eschewing prediction terminology. Regression models, even when not used for prediction, 

can still provide valuable insights into relationships between different sets of variables [32], and 

therefore their value does not rely on a putative predictive ability. We reiterate and underpin 

previous calls to be more careful when using predictor-related terminology [2]. 

 

6. Concluding remarks 

Regression models provide valuable insights into the relations between chosen sets of 

variables. However, they are limited in scope, and can hardly be extrapolated to other samples 

or to the target population, especially when relying on small and/or non-representative samples. 

The results of exploratory regression models, created without a strong underlying rationale, 

should be analysed with caution. Mathematically, regression models have no special features (in 

comparison with other models, including ANOVA and correlation) that imbue them with 

predictive power. Applying the term “predictors” generalizes what (potentially) should not be 

generalized. Ensuring that both sample and context are representative, that sound 

methodological procedures were followed, and that the relations are expected to remain 

relatively stable in time are necessary, but not sufficient conditions for prediction: external 

validation is required for extrapolation to be implemented. Even so, regression models should 

best be viewed as ongoing processes, subject to continuous monitoring. This pitfall is prevalent 
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across most scientific fields, but also within sports exercise and medicine, where the term 

“predictors” should probably not be applied to research using regression models, nor should 

the titles include words such as “predictor” or “predictive”. 
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Supplementary table 1. Checklist of features to consider predictors in regression modeling. 

Mathematical features of the regression model Yes/No 

Does the specific model respect all its applicable assumptions (e.g., 

normality, homoscedasticity)? 

 

Does the model quantify the uncertainty associated with its estimates (e.g., 

confidence intervals, prediction intervals)? 

 

Additional statistical and conceptual features Yes/No 

Is the sample sufficiently powered to detect effects in case they exist?  

Is the sample representative of the target population (e.g., distribution, 

characteristics)? 

 

Is the context under which the sample was studied representative of, or 

translatable to, the target context? 

 

Is that context representative of, or translatable to, broader contexts?  

Are the relationships between dependent and independent variables 

expected to exhibit consistency over time? 

 

Are these variables supported by a reasonable rationale?  

Are potential confounders accounted for?  

Are the measurements reliable and is the magnitude of that reliability 

being considered to assess the potential error of the models? 

 

If multiple testing is used, is family-wise error rate correction 

implemented? 

 

Extrapolation/external validation  

Does the model perform well with comparable/similar samples?  
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Does the model perform well in comparable/similar contexts?  

Does the model perform well with progressively more distinct samples 

(e.g., if the model was built upon data from regional level athletes, does it 

generalize well to international level athletes)? 

 

Does the model perform well with progressively more distinct contexts 

(e.g., are predictive models of performance for the regular season matches 

applicable to performance in the play-offs)? 

 

 


